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SUMMARY

CDISisa pattern based, nearly lossless compression system for scanned document images. In
this paper, we introduce a hierarchical lossy pattern instance position coding technique which
resultsin a significant improvement in compression with no visible artifacts. CDI'S codes text
positions by automatically formatting blocks of text, then transmitting the position errors for
each pattern. Lossy coding isachieved by coding errorsin reduced precision, subject to quality
guar antees.
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1 INTRODUCTION

For our purposes, documentimages, or textual images, are black and white (binary) images
containing mostly aligned text. Compression is desirable for documentimage transmission
and storage. Without compression, a letter size document image when sampled at 300 dots
per inch would contain about 2 Megabytes of data, even though the image may contain
only a few lines of text. If we sent this image over telephone lines at 28,800 bits/sec, it
would take almost 5 minutes.

Traditional methods of document image compression exploit the statistical depen-
dence between neighboring pixels. For instance, the run-length coding used by the CCITT
(International Telephone and Telegraph Consultative Committee) stafilarand the
context-based predictive coding used in the JBIG (Joint Bilevel Image Experts Group)
standard?2]. Since these methods exploit only pixel level dependences of the image, they
fail to provide good compression for document images.

Document image compression based on pattern matching is an effective technique for
text pages. Document images contain patterns such as characters and lines, which may
be repeated many times in the image. Pattern matching coding techniques exploit these
macroscopic properties of documentimages. These techniques were originally proposed in
[3] and further studied if4—6].[6] and[7] discuss lossless compression based on pattern
matching.
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Figure 1. The original (left) and the reconstructed image of CCITT1 at 95:1 compression.

Our Compression for Document Image System (CDIS) is also pattern-matching based.
Exploiting the knowledge of documentimages one step further, CDIS takes advantage of the
structural layout of document images. This system effectively codes pattern sequences and
positions in the image by coding the pattern positions hierarchically: First it divides the text
image into blocks and automatically formats the text within each block by estimating each
pattern’s position. Then it transmits the position error (the difference between the pattern’s
actual and estimated positions) for each pattern in reduced precision. In nearly-lossless
mode, CDIS compresses the same test document set (single page) about 13% more than the
best previous results. Better results (18% saving) are obtained on multi-page documents.

CDIS reproduces document images in nearly-lossless mode. The reconstructed image
is an approximation to the original image. The quality of the reconstructed images is
guaranteed by conservative pattern matching and position coding methods. CDIS’s pattern
matching method ensures that only closely matched patterns are substituted from the
originalimages. Its pattern position coding method ensures that the position of each pattern
is coded within a few pixels of its original position. Furthermore, CDIS provides the option
to change and control the degree of accuracy used to code gadtgtions. Figurd shows
an example original document and its logsgonstruction. Figurg@ compares a zoomed
portion of the two images.

2 PREVIOUSWORK

Image compression based on pattern matching works in this way: patterns, which are char-
acters from an image, are extracted from the image to be compressed. They are compared
and matched to previously transmitted patterns. If a match is detected, only the position
of the pattern and the index of the pattern are transmitted. This process greatly reduces



A PATTERN-BASED LOSSY COMPRESSION SCHEME FOR DOCUMENT IMAGES 223

facility in your organisation.

Yours sincerely,

facility in your organisation,

Yours sincerely,

Figure 2. A zoomed portion of the original (top) and the reconstructed image of CCITT1 (bottom):

some patterns in the reconstructed image are substituted, and the x positions of the patterns are not

exactly the same as in the original image. The loss, however, is strictly controlled by CDIS’s error
correction method.

the number of bits required to code the patterns. During the compression process, a library
that contains one representative of each pattern class is gradually built up, and the patterns
in the library are compared with the patterns to be encoded. This compression scheme is
lossy: a reconstructed document image is slightly different from the original image due
to the pattern matching and substitution process. This algorithm can be made lossless by
coding the difference between the original image and the reconstructed image.

Ascher and Nagy3] first proposed document image compression based on pattern
matching. Their system uses fixed-length codes to represent pattern sequences and positions,
achieving about 16:1 compression.

Prattet al's combined symbol matching (CSNB] combines exact coding and pattern-
matching within the same document. Symbols are removed from the document image and
coded by pattern-matching. The remainder of the image is termedgiutrieand encoded
exactly using a traditional binary image compression scheme. CSM compresses symbol
positions using a variable-length static coding schg¢®jeand[4] also used variable-length
codes to represent the pattern positions.

Mohiuddin [7] studied pattern matching algorithms and developed a lossy/lossless
compression system. His lossless compression scheme uses the matching pattern in the
library as part of the context to code each new pattern bitmap. This scheme compresses
images much better than conventional context-based predictive coding schemes, such as
JBIG.

Witten et al. described a two-stage lossy/lossless compression system, Textual Image
Compression (TIC), for documentimad&$. TIC uses the Prediction by Partial Matching
(PPM) modeling and arithmetic codifit0] to code pattern sequences. TIC codes the offset
between one pattern and the next, instead of the absolute positions. These offsets are coded
using a first-order predictive model based on the pattern index. TIC uses a lossy version
of the reconstructed image to build contexts for predictive coding of the lossless document
image. In lossy mode, TIC has the best compression ratio of all previous document image
compression schemes; in lossless mode, TIC has results similar to Mohiuddin’s lossless
image compression system.

Witten et al. also experimented with inserting a special pattern to represent all kinds
of white space between patterns. These white space patterns were intended to improve
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compression of pattern sequences. Witiral. concluded, however, that this method
helped their performance only by little and was not worth the effort.

3 BETTER COMPRESSION FOR DOCUMENT IMAGES

Our Compression for Document Image System (CDIS) goes one step further to exploit
higher level properties of document images and obtain improved compression.

A lower bound for the size of a compressed document image is the entropy of the
text in the image and the geometric and typographic information. Lossy TIC compresses
document images into the smallest size of all the image compression systems. But the
compressed images contain roughly 40 bits/character while the entropy of English text is
around 2 bits/character and the cost of formatting information is a few bits per character
for regular documents at most, leaving room for further work in this area.

A typical pattern-based image compression system encodes an image in three compo-
nents:

e The pattern library: a set of small bitmap patterns.
e A pattern index sequence representing the text in the image.
e The position of each pattern in the image.

For a single-page document, more than 50% of the compressed file is bitmap images. The
proportion of bits due to the bitmap images is small for multi-page documents, because many
patterns appear on multiple pages. A typical application of document image compression
systems deals with multi-page documents. In a multi-page document, pattern indices and
positions make up the majority of the code space, so it is importantto code them compactly.
CDIS emphasizes better compression of pattern positions.

3.1 Rebuilding text source

CDIS rebuilds text source: it processes the pattern index sequence so that the sequence is
as close to the original text source as possible. To rebuild the text source, first we find and
extract the marks (connected blobs of ink), then we arrange the marks in the same order
as the original text source. Some previous document image compression systems, such as
TIC, also perform these steps. The resulting pattern sequence, however, is not close to the
original text source for two reasons: first, when a logical pattern is built from physically
disjoint components, such gst is extracted as two separate marks; second, spaces and line
breaks, important parts of the original text source, have no representation in the resulting
sequence. CDIS adds two extra tasks to the text rebuilding process. First, it merges some
patterns; second, it inserts two special pattespaceandnew blockto represent the spaces
between words, and line breaks respectively.

CDIS uses Johnsaat al's mark boundary tracing methg#€l] to isolate and extract the
patterns from an image, as does TIC. In TIC, if a pattern has two disconnected parts, as
i does, it is extracted as two separate patterns. Usually, when a logical pattern is built out
of physically disjoint components, the components are horizontally aligned and vertically
displaced as ify ;, andj. CDIS detects this configuration and merges it into a single pattern,
reducing the number of library patterns and making the pattern sequence as close to the
source as possible.

CDIS also introduces two special patterns: spacepattern and thaeew blockpattern.
Thespacepattern is inserted between adjacent words to represent the space between words.
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Thenew bloclpattern is placed at the end of each text line and between horizontally adjacent
patterns which are separated by an unusually large gap. This special pattern appears at the
end of a line, at the end of a paragraph, and between two columns in a line.

CDIS uses two thresholdsl; andH,, to decide where to insespaceandnew block
CDIS measures the spaces between adjacent patterns. If the space is larbier taew
blockis inserted between the patterns; if the space is betigandH,, aspacads inserted.
CDIS calculateH; and H, by seeking bimodality in this distribution of space widths
between adjacent patterns. Two peaks in the distribution are the inter-character space and
the inter-word spacéd; separates the inter-character space from the inter-word space, and
H, separates the inter-word space from the inter-block space. Thresholds are recalculated
for each new block. This local threshold calculation method is necessary because multiple
fonts may be used in the same document. A set of thresholds that accurately distinguish
inter-character spaces from inter-word spaces, and inter-word spaces from inter-block
spaces in one font may not be accurate in another

Figure3 shows where CDIS insergpaceandnew blockpatterns in a typical docu-
ment: CCITT1. CDIS correctly identifies most inter-word spaces. CDIS also successfully
identifies blocks. As you can see, each line of text is usually marked as one block. In two
lines where there is an unusually large space between patterns, two blocks are defined.

The addition of thespaceandnew blockpatterns, and the merging of parts of the same
pattern make the pattern sequence closer to the text source; PPM compression works better
on this rebuilt pattern sequence than it does on the same pattern sequence without pattern
merging and spaces, especially on multi-page documents. Furthermore, these methods make
the lossy compression of pattern positions possible, which greatly reduces the required code
space.

3.2 Lossy compression of pattern positions

CDIS achieves better compression of pattern positions by coding them hierarchically and
inexactly. The method works in three steps:

1. CDIS divides a document image irtitbocksand encodes the exact position of each
block

2. CDIS automatically formats the text in each block by guessing the relative horizontal
position of each pattern within a block.

3. CDIS transmits the errors between the predicted positions and the actual positions at
some predefined resolution.

CDIS uses an adaptive arithmetic cod&0] to codex position errors, ang positions
relative to each block.

A block is a pattern sequence terminated by tieev blockpattern. Within a block,
patterns are placed in a horizontal line with a small amount of spacdetween them.
There are also inter-word spaces;, which are indicated by thepacepattern index. In
CDIS’s current implementation, mew blockis always inserted at the end of a line. In a
regular one column article, each line of text is a block. The title and each line of an address
are alsdlocks. Figure refc12 shows the blocks in CCITT1.

Once the blocks in the image are identified, the positions of the blocks are encoded
and transmitted. CDIS does not encode the absolute positions of the blocks; it guesses the
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Figure 3. Block boundary an&pacepatterns in CCITT1:| and | define block boundaries. An

underline representsspaceattern. Usually a block is one line of text, but if there is an unusual space

between two patterns, such as in the line above the address, an extra block is defined. CDIS inserts

spacecorrectly, except the signature line, where the pattern positions are irregular. Nonetheless, the
pattern positions are recovered due to error correction.
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position of the next block from the current block and codes the errors using a zero order
predictive model and an arithmetic coder.

CDIS guesses the-positions of patterns in a block. First, the number of spaces, and
the total width are measured and transmitted. Then, the CDIS image decoder calculates the
average inter-character spaggfrom the width of the blockvy, the total width of patterns
W, and the average width of inter-word spawgsvhich are known to the decoder, because
Wy = Wp + Ws * S+ Ws * (p — 1), whereSis the number obpacepatterns ang is the
number of patterns in the blocks is the defaulk offset between adjacent patterSpace
patterns are treated as other patterns in the block but with a fixed widig of

CDIS measures the error between the estimafebition and the actualposition. This
erroris then transmitted at an adjustable resolution. CDIS chooses a reasonable resolution to
ensure the quality of the reproduced image. When CDIS codes the error exactly, the pattern
position is also reconstructed exactly. For most of our experiments, we coded position
errors at half resolution, so that patterns in the reconstructed image are shifted by at most
one pixel. Reconstructed x positions of the patterns are approximations to the original. For
document images, the spaces between letters are usually even, especially within a block.
Itis hard to visually distinguish between the original images and the reconstructed images
with the lossy pattern position coding. Seiguresl, 2, 5, 6 and7 to compare original and
reconstructed images.

CDIS encodes thyg offsets of patterns from a block baseline. Because each pattern
usually occurs in the same position relative to the block baseline, CDIS gooffsets
using a first order predictive model indexed by the pattern index. Y offsets are usually
coded with greater resolution tharoffsets, because our experiments with position error
show that the eye is much more sensitive to errors indmigension. Figurd shows what
happens when we allow single pixel errors in yhdirection.

facility in your organisation.

Yours sincerely,
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Y }
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Figure 4. A zoomed portion of the original (top) and the reconstructed image (bottom) with single
pixel errors in the y position: the errors are especially apparent for the marked patterns.

The algorithmic complexity of our position coding schemedig) (wheren is the
number of patterns in the image). The constant factor is high because CDIS makes three
passes over the pattern sequence. In the first pass, CDIS determines where spatsert
andnewblockpatterns and merges the two parts of a logical pattern. In the second pass,
CDIS codes the position of each block and autoformats the text inside each block. In the
third pass, CDIS codes position errors. It is possible to reduce the constant factor by making
fewer passes. We plan to do this in the future.
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4 EXPERIMENT

We built two versions of CDIS: “lossless” CDIS, which transmits position errors exactly
(The system is still lossy since matched and replaced patterns are not always the same),
and lossy CDIS, which transmits the x errors at half of the original resolution so that any
pattern may shift its position in the reconstructed image by one pixel horizontally. We tested
lossy CDIS's performance against lossy TIC, which is part of the public-domain Managing
Gigabytes (MG) systerfill] and the best previous lossy document image compression
system. In this test, CDIS and TIC share the same pattern matching algorithm, CSIS.

We ran CDIS and TIC on the same test document set and measured the compression
ratio for each system. We also compared the size of the pattern position portion of the
compressed image files, to determine which system compresses pattern positions more
compactly. Finally, we counted the number of characters in two test documents to compute
the average number of bits per character after compression. This per character sum is
further broken down into three components: pattern library bits, pattern index bits, and
pattern position bits. These bit counts help us to determine which components of the
compressed image take up code space and where possible improvements to CDIS might
be.

We chose ten single-page documents from CCITT’s standard test images and the MIT
Al lab’s classic hittechnical report collection for our test. We also tested a multi-page
document: pages 2-4 of tlBBROOKSJlocument also from MIT’slassic hits The resolution
of all of the included images is 300 dpi. We used these images because they are available
on the Internet and well-scanned. CCITT images@adsic hitscan be obtained from the
Finnish University and Research netwoftp(funet.fj andpublications.ai.mit.edu/classic-
hits via ftp. The images are a mix of business letters and technical papers, so the compression
ratio on these images is a reasonable indication of the performance of each $ygtees
1, 5and6 show original and reconstructed images from our test set.

5 RESULTS

Table1 shows CDIS’s performance on single-page documents. As you can see, CDIS’s
average output is only about 87% of TIC's average output. CDIS achieves more than 4
times the compression of group 4 FAXding.

Figurel shows the CCITT1 original, and a copy reconstructed after 95:1 compression
by CDIS. Figure2 shows details from these two images, allowing a closer comparison.
Figuresb, 6, and7 also allow comparisons between original and reconstructed images. It
is quite difficult to see the difference between original and reconstructed images due to
nearly-lossless quality control of the encader

Table 2 compares the compression performance of lossy CDIS, lossless CDIS, and
TIC. As you can see, CDIS achieves three to six times TIC's compression performance on
pattern positions. Pattern positions are generally about 20% of TIC’s output on single-page
documents. In lossless mode, CDIS’s code size is about half of TIC's while providing the
same quality of reconstructéziages.

Table 3 shows CDIS’s performance on multi-page documeBRBOOKSis a three-
page document. Compression ratios are higher than for the single-page documents for both
systems because the pattern library can be reused for multiple pages. CDIS’s performance
advantage is more pronounced in this case since the proportion of pattern positions in the
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Figure 7. A zoomed portion of the original (up) and the reconstructed image of LAMBDAZ.
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Table 1. Compression of single-page documents
Compression ratio
Test CCITT 1-stage lossy
document  Group 4 TIC CDIS CDIS/TIC
CCITT1 284:1 77.7:1 9591 80.4%
CCITT4 7.4:1 48.221 60.4:1 79.8%
BROOKS1 33.6:1 6651 7411 89.7%
BROOKS2 12.4:1 5851 66.4:1 88.1%
BROOKS3 12.0:1 584:1 69.3:1 84.2%
BROOKS4 11.7:1  55.1:1  63.7:1 86.5%
LAMDA1 25.6:1 51.0:1 54091 92.9%
LAMDAZ2 62.1:1 136.0:1 151.3:1 89.9%
LAMDA3 12.1:1  455:1 50.0:1 91.0%
Mean 15.3:1 60.0:1 69.0:1 86.9%
Table 2. A comparison of code space for pattern positions
Test Position bits CDIS (lossless)
document TIC CDIS (lossless) CDIS /TIC CDIS/TIC
CCITT1 9206 4068 2811 44.2% 30.5%
CCITT4 30942 15385 10308 49.7% 33.3%
BROOKS1 19934 12075 5325 60.6% 26.7%
BROOKS2 30270 20456 7221 67.6% 23.9%
BROOKS3 32597 21502 7477 66.0% 22.9%
BROOKS4 32654 21961 7603 67.3% 23.4%
LAMDA1 21950 10118 4424 46.1% 20.2%
LAMDA2 13012 5778 3738 44.4% 28.7%
LAMDA3 35032 21496 8287 61.4% 23.7%
Mean 25066 14760 6355 56.4% 25.9%
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output is higher. As you can see, CDIS’s output is about 82% of TIC’s output.

Table 3. Compression of multi-page documents

Test Compressed file size  Compression ratio
document TIC CDIS TIC CDIS CDIS/TIC
BROOKS 349,734 288,846 72.2:1 87.5:1 82.5%

Table4 shows CDIS’s output per character for CCITT1 and BROOKS. BROOKS uses
only about two thirds as many bits per character as CCITT1 because the cost of transmitting
each library pattern is amortized over a larger set of pattern instances. Various components
of the output per character are also shown. CDIS compresses images to between 30 to 50
bits per character, an order of magnitude higher than the 2.2 bit per character lower bound
(the entropy of English text). The pattern positions take up only about 3 bits per character,
demonstrating the effectiveness of lossy position compression. The large number of pattern
index bits (about 10 when we would have expected 2 or 3) indicates a shortcoming in pattern
matching and library generation. Apparently, multiple versions of important characters are
created in the library, inflating our bit counts and transmission cost. This is the most
promising area for future work.

Table 4. Average bits per character for the single-page CCITT1 and the multi-page BROOKS

Test Characters  Library bits Index bits  Position bits Total bits
document per character per character percharacter per character
CCITT1 912 35.9 8.1 3.1 47.1
BROOKS 9043 18.3 11.0 2.6 31.9

6 DISCUSSION

CDIS runs on DEC Alpha workstations. Our current implementation uses some compo-
nents (pattern extraction and the arithmetic coder) of the publicly available TIC system.
The code has not yet been optimized for speed. On a 166 MHz Alpha, CDIS spends about 7
seconds compressing a 200 dpi letter size document, and about 1 second decompressing the
document. This is much slower than CCITT compression. CDIS trades intensive computa-
tion for network bandwidth and disk space. This is the right tradeoff because computational
power is doubling every two years while network bandwidth is increasing more slowly.
For instance, private telephone bandwidth to rural areas is especially unlikely to improve
in the near future.

The CDIS implementation demonstrates a wide margin of improvementin compression
efficiency over the best previous lossy compression techniques. CDIS codes text positions
by automatically formatting blocks of text, then transmitting positional errors for each
pattern. These errors are small because CDIS rebuilds text source, and predicts pattern
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positions accurately. The code size of the errorsiis cut further by coding in reduced precision.

The improved coding of pattern positions exposes the imperfection of pattern index
compression. The cost per pattern index is well above the entropy per character of English
text. This is because multiple versions of the same character are being added to the pattern
library. A better pattern matching technique would result in a smaller library, which would
lead to reduced costs for both the library itself and the patternindicies. To address this issue,
we are currently working on pattern matching aspects of documentimage compression. We
recently investigated an entropy based pattern matching algorithm derived from a scanner’s
registration based erronodel[12].

We are also working on a real time version of CDIS as part of a desktop sharing project.
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